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Agenda

• Introduction & Objectives

• How does ChatGPT work: An 
intuitive understanding

• Demos: LLMs, Copilots, Multi-
modal, Prompts

• The Cutting Edge: Vibe Coding, 
Agentic, MCP

• Philosophical meanderings
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Demo 
First, some music!
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Introductions 
& Takeaways
• 1-line intro of yourself – what you do professionally
• 1-line of what you want to get out of this workshop

• Demo
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Motivation
The Browser Moment

Arun



The Web Browser (internals): 
Parsing & Rendering (DOM, HTML, CSS), 
V8 interpreter, Networking (HTTP/HTTPs, 

Cookies, Caching)...

Web apps 
(Social – FB, Commerce – Amazon, Search 

– Google) built on top of browsers

LLMs (internals): 
Neural networks (linear algebra), Text 

parsing (tokenization), AI pipeline (pre-
training, post-training), Attention algo, 

Transformer architectures...

Potential : AI apps 
(Social - ?, Commerce - ?, Marketplace - ?) 

built on top of LLMs

2000 - 2008 2020 - 2028



How does 
ChatGPT work?

Arun



The 
Completion 
Game
Next word?

Wake...
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The 
Completion 
Game
Next word?

Wake...

(ChatGPT)
…up and embrace 
the day! 

Arun



The 
Completion 
Game: 
Context is 
important

Finnegan's Wake...

Arun



The 
Completion 
Game: 
Context is 
important

Finnegan's Wake...

(ChatGPT)
...is a literary 
masterpiece by James 
Joyce. It's renowned for 
its complex structure, 
unique language, and 
depth of meaning, 
making it a challenging 
yet fascinating read. 
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The 
Completion 
Game: 
Attention

She liked Wuthering 
Heights and 
Finnegan's Wake...

Arun



The 
Completion 
Game: 
Attention

She liked Wuthering 
Heights and 
Finnegan's Wake...

(ChatGPT)
...because they both 
invited her into wildly 
different yet equally 
captivating worlds

Arun



The 
Completion 
Game: 
Context 
Window

Arun



The 
Completion 
Game:
Memory

Wake...

Arun



The 
Completion 
Game:
Memory

Wake...

Arun



How does ChatGPT 
understand my 
question?

Answer: It doesn’t!

It is a "gestalt" of the Internet – it is inspired by 
the statistical properties of Internet data: 

remixes of the internet, a dream of internet 
pages, a vague recollection of the internet (what 

is frequent is remembered). It is just a glorious 
autocomplete.

(+ context window / working memory) 

Arun



How is ChatGPT 
built? 
… And what is a GPT anyway?

• Generative

• Pre-trained

• Transformer

a.k.a, LLMs (large language models, or foundational models)
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Pre-training
1. "Downloading the Internet": FineWeb
2. Preprocessing the Internet: Tokenization
3. Training the neural network: Iteratively finding the right parameters in the 

"mathematical function series" (neural network architecture) to generate statistically 
similar token streams

4. Running inference: Checking and tuning the parameters

Key terminology: Number of tokens, Parameters, Context length, Completion model / 
Base model
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https://huggingface.co/spaces/HuggingFaceFW/blogpost-fineweb-v1
https://huggingface.co/datasets/HuggingFaceFW/fineweb
https://tiktokenizer.vercel.app/
https://bbycroft.net/llm
https://bbycroft.net/llm
https://huggingface.co/spaces/huggingface/inference-playground


Post-training
1. Throw out the Internet dataset, and start 

training again...
2. The base model is now trained on human 

labelled conversational examples
3. Things the model is taught: How to answer, 

style of answer, addressing bias, not 
answering...

4. Detailed labelling instructions: Truthful, 
helpful, harmless, etc.

5. State of the art: Labelling being done by LLMs 
(synthetic conversations)

Key terminology: a.k.a, "Supervised fine-
tuning",  Human labelers, Turn-by-turn, "Instruct" 
model

https://huggingface.co/datasets/OpenAssistant/oasst1/viewer/default?views%5B%5D=train&row=37
https://huggingface.co/datasets/OpenAssistant/oasst1/viewer/default?views%5B%5D=train&row=37
https://atlas.nomic.ai/discover


Reinforcement 
learning
• Solve practice problems

• Try multiple solutions

• Some will be right, some wrong

• Check against "right" answers (human 
feedback)

• Check other answer properties (shortest, 
most clear, etc.)
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Summary
• Pre-training: 

o "Exposition/Background knowledge": Study the internet 
o 3-6 months, base model, very expensive
o Output: Base model, Internet completion
o Analogy: Read Biology text book for 12th grade

o Post-training: 
o Study specific human labelled examples (user-assistant)
o ~3 hours, cheap
o Output: Conversational, fine-tuned
o Analogy: Read specific solved / worked out examples of Biology questions

o Reinforcement learning
o Solve practice problems (multiple attempts) and get human feedback (RLHF)

Kanchuki 

Pre-processing 
("Set syllabus")

Pre-training 
("Study syllabus")

Post-training 
("Study solved examples")

Reinforcement learning 
("Solve practice problems")



When, and why things break...
• Hallucinations

• Counting R's in strawberry (don’t see characters)

• Why 14.12 is bigger than 14.6?

• Why does Krutrim say that it is ChatGPT?

• Who is the current president of the US?

• How to fix these problems: AI-as-Judge; Human Feedback (compare with 
correct answer, and create a new conversations in the training set, based on 
knowledge, tool use, hard-coded answers)

• Use code! (How many …'s in the line below; what is 2+2*3+4/2); answer in a 
single token. ("sir, 2 minute de do, main soch raha hun, pehle hum 2+2 karte 
hain...)

Arun



How many words &  
phrases do you know?

Arun



Demos

K&A



LLMs 
(aka Chatbots)

Arun



Multi-
modal 
GPTs
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How I 
use GPTs

Arun



Gemini – 
latest 
news...

Arun



Copilots 
for work

Arun



Custom 
GPTs

Arun



The Cutting Edge

K&A



Vibe Coding

Windsurf, Cursor

Lovable, v0, Bolt

Devin

Kanchuki 



Demo
Building an 

app in 15 
minutes

PRD – Design – Test Cases – 
Implementation plan – Code 

Kanchuki 



Agentic: What 
does it mean?

What is Manus?

Stock Market Analysis

Kanchuki 

https://youtube.com/clip/Ugkx0TKQi2JygryyZ7Tberw3-4CSQP07pjl8?si=yUw6OJdMZW6Zn3dQ
https://youtube.com/clip/Ugkx2J_kin52o3EV2pSm5a4gJxxnicqvpx8o?si=7vfsHTZz8za3en8w


Model Context 
Protocol (MCP): 
Why it is a rage

Arun

Demo 1

After MCP – USB port of AI

Before – Custom API calls

https://www.youtube.com/watch?v=DqgKuLYUv00


AI Geopolitics
US-China, 
DeepSeek,
Whither India?

Arun



AGI: Hype, or real, or something in-between?

Arun



What does 
this mean for 

our kids?

Kanchuki 

• LLMs know much more than we do!
• Augmentation or Automation?
• Systems thinking (without doing the work!) 
• Product building 

o 1B$ / 1 person – Sovereign company



New 
opportunities

Kanchuki 



Challenges 
with AI

Kanchuki 



Closing 
discussions

K&A



Thank you!

K&A
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